
1.  Introduction
Extreme precipitation has significant consequences and impacts on communities and ecosystems and is expected 
to increase in intensity with climate change (Allen & Ingram, 2002; Tebaldi et al., 2006). Extreme precipita-
tion also originates from many different sources (e.g., fronts, extratropical cyclones (ETCs), tropical cyclones, 
mesoscale convective systems, and atmospheric rivers) and it is important to understand these sources, their 
associated mechanisms, and how they might change in a warming climate (Barlow et al., 2019). Weather fronts 
are synoptic-scale features defined as the interface between two air masses of different density and/or thermal 
characteristics (American Meteorological Society Glossary of Meteorology: Front, 2022), and have been linked 
with other precipitation-generating features like ETCs (Kunkel & Champion, 2019). In the midlatitudes, extreme 
precipitation is often associated with weather fronts, with recent work finding 50%–70% of extreme precipita-
tion events over North America linked to fronts (Catto & Pfahl, 2013; Kunkel et al., 2012). Cold fronts have 
been shown to produce a significant amount of rainfall and particularly intense rainfall in areas of southern 
Australia (Pepler et al., 2020) and South Africa (Burls et al., 2019). Schemm et al. (2017) found an increase in 
the frequency of extremely strong fronts over Europe due to increases in atmospheric humidity, using historical 
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Plain Language Summary  Extreme precipitation can have devastating impacts on communities and 
ecosystems around the world. One source of extreme precipitation is weather fronts, or the boundaries between 
different types of air masses which can also give rise to high winds, rain, and thunderstorms. Machine learning 
can be used to automatically detect weather fronts in observations and model simulations. In this work, we 
use a machine learning algorithm to detect weather fronts in a climate model, and compare present day fronts 
with those detected in simulations with future climate change. We also compare detected fronts with total and 
extreme precipitation, to better understand sources of extreme precipitation and how they are changing with 
climate change.

DAGON ET AL.

© 2022. American Geophysical Union. 
All Rights Reserved.

Machine Learning-Based Detection of Weather Fronts and 
Associated Extreme Precipitation in Historical and Future 
Climates
Katherine Dagon1  , John Truesdale1, James C. Biard2  , Kenneth E. Kunkel3  , 
Gerald A. Meehl1  , and Maria J. Molina1,4 

1National Center for Atmospheric Research, Boulder, CO, USA, 2ClimateAi, San Francisco, CA, USA, 3North Carolina 
Institute for Climate Studies, North Carolina State University, Asheville, NC, USA, 4University of Maryland, College Park, 
MD, USA

Key Points:
•	 �A deep learning algorithm is applied 

to detect weather fronts in climate 
model simulations over the contiguous 
United States

•	 �Detected fronts have seasonally 
varying spatial patterns of front 
frequencies and responses to climate 
change

•	 �Total and extreme precipitation 
associated with fronts mostly 
decreases with climate change, largely 
driven by changes in fronts

Supporting Information:
Supporting Information may be found in 
the online version of this article.

Correspondence to:
K. Dagon,
kdagon@ucar.edu

Citation:
Dagon, K., Truesdale, J., Biard, J. C., 
Kunkel, K. E., Meehl, G. A., & Molina, 
M. J. (2022). Machine learning-based 
detection of weather fronts and 
associated extreme precipitation in 
historical and future climates. Journal 
of Geophysical Research: Atmospheres, 
127, e2022JD037038. https://doi.
org/10.1029/2022JD037038

Received 28 APR 2022
Accepted 12 OCT 2022

10.1029/2022JD037038
RESEARCH ARTICLE

1 of 22

https://orcid.org/0000-0002-4518-8225
https://orcid.org/0000-0002-2952-2828
https://orcid.org/0000-0001-6667-7047
https://orcid.org/0000-0002-8760-9534
https://orcid.org/0000-0001-8539-8916
https://doi.org/10.1029/2022JD037038
https://doi.org/10.1029/2022JD037038
https://doi.org/10.1029/2022JD037038
https://doi.org/10.1029/2022JD037038
https://doi.org/10.1029/2022JD037038


Journal of Geophysical Research: Atmospheres

DAGON ET AL.

10.1029/2022JD037038

2 of 22

reanalysis data. Blázquez and Solman  (2019) found a similar result using climate model simulations, where 
Southern Hemisphere frontal precipitation largely increased with climate change due to increases in specific 
humidity. Hénin et al. (2019) found the opposite response in the Gulf Stream region, where frontal precipitation 
decreased due to changes in cold fronts. These studies point to a need for analyzing regional and seasonal changes 
in fronts of different types as an important component to understanding how total and extreme precipitation, and 
their associated impacts, might change in the future.

Previous work has developed objective methods to identify atmospheric fronts in weather and climate data by 
calculating the gradient of various surface fields and examining where the gradient is changing quickly in space 
and time. For example, Kunkel et al. (2012) used temperature gradients, wind shifts, local minima in the pres-
sure fields, and changes in the dewpoint temperatures to identify fronts in weather station data. Hewson (1998) 
proposed using wet-bulb potential temperature to diagnose fronts, and this method was utilized in Berry, Reeder, 
and Jakob (2011) to identify fronts in the European Centre for Medium-Range Weather Forecasts (ECMWF) 
ERA-40 reanalysis, and by Catto et al.  (2012) in a similar approach with ERA-Interim. These studies further 
examined front speed to distinguish between different types of fronts. Simmonds et al. (2012) found the merid-
ional component of wind to be the best field for identifying and tracking extratropical fronts in the Southern 
Hemisphere. Schemm et al.  (2015) compared both temperature- and wind-based methods for detecting fronts 
and found that the thermal method was better suited to identify fronts in strong baroclinic settings such as low 
pressure systems in Northern midlatitudes. However, for areas outside the midlatitudes, the wind-based method 
was preferred to identify fronts, such as for cases associated with strong wind shear. Hope et al. (2014) compared 
five different automated frontal identification methods in reanalysis data over Western Australia, and discussed 
trade-offs and ideal use cases for thermal, wind, and statistical methods such as self-organizing maps and pattern 
matching. Parfitt et al. (2017) introduced a front detection method that combined thermal and non-thermal vari-
ables, which has the advantages of being robust and easy to calculate. Bitsa et al. (2021) also combined dynamic 
and thermodynamic criteria in cold front detection over the Mediterranean, and found improved performance 
relative to a wind-only scheme. The subjective choices that go into defining an automated front detection method 
were discussed further in Thomas and Schultz (2019b), including advantages of disadvantages of different quan-
tities used in frontal analysis and mathematical functions used to define fronts. Thomas and Schultz  (2019a) 
discuss how climatological analyses may be additionally impacted by the choice of atmospheric level at which to 
analyze fronts (e.g., surface or 850 hPa) and the particular thresholds used to define a front.

Machine learning and deep learning have provided an additional approach for automated front detection, further 
increasing the efficiency beyond hand-labeled efforts and allowing for the use of multiple fields in the detection 
process (Biard & Kunkel, 2019). Wong et al. (2008) used pattern recognition via a genetic algorithm and achieved 
high precision and efficiency in identifying weather systems, including fronts, with a variety of meteorological 
fields. Lagerquist et al. (2019) leveraged a deep learning approach via a convolutional neural network (CNN) 
to detect warm and cold fronts, and found that the CNN outperformed a human-labeled analysis on the basis of 
probability of detection and success ratio metrics. Biard and Kunkel (2019) also developed a CNN-based deep 
learning algorithm (DL-FRONT) for identifying weather fronts, and in validation testing the CNN correctly 
predicted the “front/no front” labels for 90% of 1° grid cells over North America. Front crossing rate climatol-
ogies calculated using the CNN predictions agreed well with those calculated using the Coded Surface Bulletin 
(CSB) label data, with a Pearson's correlation coefficient better than 0.94 for the grid cells within a rectangular 
region of interest centered over the contiguous United States (CONUS).

While several previous studies have applied front detection methods to observations and reanalysis data (e.g., 
Berry, Reeder, & Jakob, 2011; Catto et al., 2012; Soster & Parfitt, 2022), few have utilized global high resolution 
coupled climate models for this purpose. Catto et al. (2013) identified fronts in the Australian Community Climate 
and Earth System Simulator (ACCESS) atmosphere model, though the simulations were not coupled and run at a 
lower horizontal resolution of 150 km. Catto et al. (2014) expanded this analysis to the Coupled Model Intercom-
parison Project, version 5 (CMIP5) models for current and future climate conditions and found consistent results 
with the single atmosphere-only model of Catto et al. (2013). The horizontal resolution of these models varied, 
though none of the models had a resolution finer than 0.75°. Catto, Jakob, and Nicholls (2015) further evaluated 
winter frontal precipitation in the same models and found good representation of front frequencies with some 
biases in total frontal precipitation, relating to compensating errors in the models. Leung et al. (2022) applied the 
method of Catto, Jakob, and Nicholls (2015) to the Coupled Model Intercomparison Project Phase 6 (CMIP6) 
models with a typical horizontal resolution of 1° and found a similar compensation of bias terms from the 
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frequency and intensity of frontal precipitation. Blázquez and Solman (2019) focused on changes in wintertime 
frontal precipitation in the Southern Hemisphere in a selection of CMIP5 models with atmospheric resolu tion 
no finer than 1.4°, and found humidity-driven increases in fronts over most of the region. Regionally varying 
changes in precipitation were largely consistent with changes in fronts over mid and high latitudes, confirming the 
results of Utsumi et al. (2016) which showed that precipitation from ETCs including fronts increased poleward of 
storm tracks in future projections with a similar set of CMIP5 models.

In this paper, we use the deep learning-based detection algorithm from Biard and Kunkel  (2019) to identify 
weather fronts over the CONUS in high resolution (0.25°) Community Earth System Model (CESM) simulations. 
We evaluate the CESM results by comparing seasonal front frequencies with detected fronts in observational 
and reanalysis products. We then compare detected fronts in different modeled climates to study the impact of 
climate change on weather fronts. Here we build on previous literature analyzing observed historical trends in 
fronts by leveraging automated front detection and climate model simulations to understand the longer term 
projected climate changes (e.g., late 21st century). We further associate the detected fronts with total and extreme 
precipitation, studying responses across seasons and front types, to understand how climate change impacts the 
intersection of synoptic-scale features with extreme events.

2.  Data and Methods
2.1.  DL-FRONT Detection Algorithm

The DL-FRONT algorithm from Biard and Kunkel (2019) is based on a CNN architecture, and developed using 
supervised learning where labeled fronts from the National Weather Service (NWS) CSB data set (Biard, 2019; 
National Weather Service, 2019) were used to train the CNN based on a set of meteorological fields as inputs. As 
a class of deep learning models (Krizhevsky et al., 2012; LeCun et al., 2015), CNNs have demonstrated success 
in detection of weather and climate features (e.g., Lagerquist et al., 2019; Liu et al., 2016; Molina et al., 2021). 
Increases in computational power to train deep learning models such as CNNs, combined with techniques to 
combat overfitting and improve stability, have increased the usage of CNNs for climate and meteorological 
applications. The deep and flexible architectures of CNNs allow them to learn broad features from data via visual 
pattern recognition. Compared to traditional gradient-based approaches for identifying fronts which use rules 
imposed by humans, CNNs aim to replicate how humans visually identify fronts by automatically learning from 
data. CNNs utilize multiple layers to transform the input into abstract representations of the original data, which 
is often spatially gridded. DL-FRONT uses five different types of layers: convolutional layers, rectified linear unit 
(ReLU) layers, dropout layers, zero-padding layers, and a softmax layer. These different layer types have specific 
purposes designed to process and learn features from the data. Convolutional layers use spatial filters to convolve 
the input data grid to produce an output data grid, consisting of feature maps. The ReLU and softmax layers are 
activation layers which apply nonlinear functions to the feature maps in order to learn nonlinear relationships. 
Dropout layers randomly zero out a fraction of the feature maps to prevent overfitting the data during training. 
Zero-padding layers counter the spatial shrinking from convolutional layers by padding the output data grid with 
additional zero-valued rows and columns. DL-FRONT was trained by optimizing network weights and biases to 
minimize the difference, as measured by a loss function, between the labeled fronts and the network-predicted 
fronts based on meteorological input data. The meteorological fields used as inputs to train DL-FRONT were 
3-hourly instantaneous 2-m air temperature, 2-m specific humidity, air pressure reduced to mean sea level, the 
10-m east-west (u) component of wind velocity, and the 10-m north-south (v) component of wind velocity. All 
input fields were taken from the Modern-Era Retrospective Analysis for Research and Applications, Version 2 
(MERRA-2) (Gelaro et al., 2017). Input fields were sampled at 1° resolution over a specific North American 
domain (10–77°N, 171–31°W) for the years 2003–2015. The output labels were taken from the NWS CSB data 
set (Biard, 2019; National Weather Service, 2019). This data set includes front types and locations identified by 
NWS meteorologists from 2003 to 2015. 87.42% of cells were labeled as “not front” and 12.58% of cells were 
labeled as “front” by the thickened CSB polygons, pointing to some asymmetry in this set of labels. Of those 
12.58% labeled as “front”, 56.12% were predicted as front by DL-FRONT and 43.88% were not. We refer the 
reader to Biard and Kunkel (2019) for more specific details on the DL-FRONT CNN architecture and training 
process.
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2.2.  Model Simulations

We utilize high resolution CESM version 1.3 (CESM1.3) (Meehl et al., 2019) simulations of present-day and 
future climate change to detect fronts and associated total and extreme precipitation. Higher resolution CESM 
offers more realistic simulated weather and climate, including a better representation of orography and storms, 
which is important for the representation of extreme precipitation in the model (Wehner et al., 2014). CESM1.3 
includes the CAM5 atmospheric model (Park et  al.,  2014) with a spectral element dynamical core (Dennis 
et  al.,  2012) and a horizontal resolution of 0.25° with 30 vertical levels in the atmosphere. The other model 
components include the Community Ice Code Version 4 for sea ice (CICE4) (Hunke & Lipscomb, 2008), the 
Parallel Ocean Program Version 2 for the ocean (POP2) with a horizontal resolution of 1° and higher resolution 
in the equatorial tropics (Danabasoglu et al., 2012; Smith et al., 2010), and the Community Land Model Version 
4 for the land (CLM4) (Lawrence et al., 2011) with the River Transport Model Version 1.

To match the years used to train DL-FRONT, we sample a CESM1.3 historical climate simulation from 2000 
to 2005 that is forced by time varying natural and anthropogenic forcings (Meehl et al., 2019). To extend the 
years in our historical sample, we also use a CESM1.3 simulation with Representative Concentration Pathway 
2.6 (RCP2.6) forcing from 2006 to 2015. The RCP2.6 simulation serves as the continuation of the historical 
CESM1.3 simulation, with a relatively low increase of anthropogenic forcing during the 21st century (van Vuuren 
et al., 2011), though the forcing and corresponding climate response across all the RCP scenarios is very similar 
during this time period early in the century (Meehl et al., 2013). We further sample the years 2086–2100 from a 
simulation with Representative Concentration Pathway 8.5 (RCP8.5) with the same CESM1.3 configuration, to 
investigate the response of climate change at the end of the 21st century in a simulation with a high forcing level 
(Riahi et al., 2011).

We post-process the CESM simulation output to prepare it for input to DL-FRONT using the following steps: (a) 
we resample the higher horizontal resolution of CESM from 0.25° to 1° to match the resolution of DL-FRONT 
using bilinear interpolation, (b) we subset the spatial area to match the North American domain of Biard and 
Kunkel  (2019), and (c) prepare yearly input files for each variable. We strive to match the input variables 
as closely as possible to Biard and Kunkel  (2019) given the simulation output availability and the need for 
high-temporal resolution fields. The following CESM output fields are available at 3-hourly instantaneous reso-
lution: surface temperature (TS), sea level pressure (PSL), lowest model level zonal wind (UBOT), and lowest 
model level meridional wind (VBOT). With the exception of PSL, these are not the same exact fields used in the 
training of DL-FRONT but they are very close substitutions. 2-m specific humidity was not available at 3-hourly 
instantaneous resolution for the CESM historical or RCP8.5 simulations, but full field 3D specific humidity (Q) 
was available at 3-hourly average resolution. Thus, we use the lowest model level specific humidity (QBOT) 
as a replacement for 2-m specific humidity. For the RCP2.6 simulation, humidity was not available at 3-hourly 
temporal resolution, so here we use 6-hourly total vertically integrated precipitable water (TMQ) interpolated to 
3-hourly resolution. We also calculate and update the scales and offset values needed for DL-FRONT specifically 
for each analysis period and data set (i.e., unique scales and offset values were used for the input variables from 
CESM historical, CESM RCP2.6, CESM RCP8.5, and MERRA-2 data).

2.3.  Associating Total and Extreme Precipitation With Fronts

To investigate the association between total and extreme precipitation with detected fronts in the model, we 
analyze the precipitation output from the same CESM simulations that are used to detect fronts. Since precipi-
tation was not an input field used to detect fronts, we can treat these metrics as somewhat independent (though 
precipitation will be influenced by other fields used to detect fronts, such as humidity and pressure). We utilize 
the 3-hourly average precipitation rate (PRECT) from the CESM simulations to compute total and extreme 
precipitation. Total precipitation is calculated on a seasonal basis for each gridpoint over the CONUS (26–50°N, 
125–68°W) by summing over time. We then calculate the total precipitation associated with a front by summing 
over time the precipitation where there is also a detected front in the same gridpoint at the same time. Here we 
consider only gridpoints labeled as front by DL-FRONT, rather than an expanded area of influence (e.g., Catto 
& Pfahl, 2013). The fraction of total precipitation associated with a front is computed by dividing total frontal 
precipitation by total precipitation, with separate calculations for each season and front type. Changes are calcu-
lated comparing 15-year climatologies of the CESM historical simulation (2000–2014) with the CESM RCP8.5 
simulation (2086–2100). We further decompose the changes in total frontal precipitation into frequency and 
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intensity terms, following similar approaches in Utsumi et al.  (2016) and Pepler et al.  (2021). The change in 
total precipitation associated with a front ΔPF can be represented by the sum of three terms: the change due to 
frequency change, the change due to intensity change, and a covariation term (Equation 1). The frequency term 
is the product of the change in front frequency ΔnF and the mean precipitation intensity per associated front in 
the historical climate IF, the intensity term is the product of the front frequency in the historical climate nF and 
the change in mean precipitation intensity per associated front ΔIF, and the covariation term is the product of the 
changes ΔnF and ΔIF. The covariation term is small compared to the other two terms, thus we only include the 
frequency and intensity terms in our analysis.

Δ𝑃𝑃𝐹𝐹 = Δ𝑛𝑛𝐹𝐹 𝐼𝐼𝐹𝐹 + 𝑛𝑛𝐹𝐹Δ𝐼𝐼𝐹𝐹 + Δ𝑛𝑛𝐹𝐹Δ𝐼𝐼𝐹𝐹� (1)

We calculate extreme precipitation based on the 90th percentile precipitation over land from the CESM historical 
simulation. While numerous definitions exist for extreme precipitation (Alexander et al., 2019; Schär et al., 2016), 
we choose the 90th percentile to include sufficiently intense precipitation events that provide adequate samples 
that could potentially be excluded using a more stringent index. More specifically, we calculate 90th percentile 
precipitation independently for each gridpoint and individually for each season using all time points, and use 
this location-based threshold to select where precipitation exceeds the 90th percentile value for that location and 
season. As we are interested in evaluating changes in fronts and extreme precipitation relative to present day 
climate, we use the same baseline period from the CESM historical simulation (2000–2014) to define extreme 
precipitation in both the historical and RCP8.5 simulations, following the approaches used in similar studies 
(e.g., Sillmann, Kharin, Zwiers, et  al.,  2013; Tebaldi et  al.,  2006; Utsumi et  al.,  2016). We calculate frontal 
extreme precipitation by selecting the extreme precipitation points that also include a detected front in the same 
gridpoint at the same time. As with the total frontal precipitation, we consider only gridpoints labeled as front 
by DL-FRONT. We use the probability ratio (PR) metric (Fischer & Knutti, 2015) to summarize frontal extreme 
precipitation as a ratio of the frequencies of occurrence (Equation 2). More specifically, this metric compares 
the conditional probability of frontal extreme precipitation (NP|F/NF) to the climatological probability of extreme 
precipitation (NP/N), where N is the number of time steps, NP is the number of time steps with extreme precip-
itation, NF is the number of time steps with fronts, and NP|F is the number of extreme precipitation time steps 
associated with fronts. In other words, the PR is the factor by which the probability of frontal extreme precipita-
tion is more likely to occur, with separate calculations for each season within the CESM historical and RCP8.5 
simulations. The climatological probability of extreme precipitation (denominator of Equation 2) will be constant 
across space for the historical simulation by construction, but it will vary across space for the RCP8.5 simulation 
because the historical threshold is used to define extreme precipitation.

𝑃𝑃𝑃𝑃 =
𝑁𝑁𝑃𝑃 |𝐹𝐹∕𝑁𝑁𝐹𝐹

𝑁𝑁𝑃𝑃∕𝑁𝑁
� (2)

3.  Model Evaluation
To evaluate the detected fronts in CESM, we apply the trained DL-FRONT model to post-processed CESM 
historical simulation output (2000–2015). The output of DL-FRONT produces spatial grids that represent the 
likelihood of the presence of a front, separated into five different categories: cold (which marks the leading 
edge of an advancing colder air mass), warm (which marks the leading edge of a warmer air mass advancing 
partly due to colder air retreating), stationary (which marks a boundary between cold and warm air masses that 
have stopped moving), occluded (which is generally where a cold air mass overtakes a slower moving warm 
air mass), and none. We further use post-processing tools developed by Biard and Kunkel (2019) to produce 
“one-hot” encoded versions of the front probabilities and polylines outlining front boundary locations. The 
“one-hot” encoded  version assigns a single front type (or no front) to each grid point by setting the largest 
front type probability value to 1 and the other probabilities to 0. These files are then used to calculate monthly, 
seasonal, and annual front crossing rates (the frequency of fronts passing over a particular location) as well 
as monthly and seasonal front crossing rate climatologies and anomalies (Biard & Kunkel, 2019). Seasonal 
climatologies are calculated over four 3-month periods: December–January–February (DJF), March–April–
May (MAM), June–July–August (JJA), and September–October–November (SON). The resulting CESM 
seasonal front crossing rate climatologies are delineated by front type and averaged over CONUS, as shown in 
Figure S1 in Supporting Information S1. Comparing panels a and b of Figure S1 in Supporting Information S1, 
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we see that the transition to RCP2.6 forcing in year 2006 does not appear to have a significant effect on the 
CESM front crossing rate climatology. In addition, using TMQ instead of QBOT from the RCP2.6 simulation 
(due to data availability constraints) does not appear to significantly change the resulting climatology. There 
is a slight decrease in front  crossing rates evident in JJA, but is within the standard deviation across years. 
The overall climatology for the CESM historical simulations (2000–2015) is shown in panel c of Figure S1 
in Supporting Information S1. Cold and stationary fronts are more frequent than warm and occluded fronts 
across all seasons.

We compare the CESM historical results to the CSB data in Figure 1. In general, there is good agreement 
between CSB and CESM for all fronts across seasons. When breaking this comparison down by front type 
(Figure S2 in Supporting Information S1), a seasonal bias of fewer fronts in CESM relative to CSB does 
become evident in warm and occluded fronts, though those are generally less frequent. In general, cold and 
stationary fronts are more frequent (Figure S1 in Supporting Information S1) and better simulated (Figure 
S2 in Supporting Information S1). The spatial maps of the front crossing rate climatologies for CSB and 
CESM are shown in panels a and c of Figure  2. The spatial patterns show similar agreement, with the 
seasonal locations of the maximum front crossing rates in the western and central US generally agreeing 
across CESM and CSB. There is a slight underestimation of overall front crossing rates in CESM, which is 
also reflected in the spatially averaged bar plot (Figure 1), though this is within the spatial mean standard 
deviation.

We further compare the CESM historical results to detected fronts in the MERRA-2 reanalysis data. Here we 
use MERRA-2 fields specifically chosen to better match the variables from CESM that we are using to detect 
fronts. Specifically, we use lowest atmospheric layer specific humidity (instead of 2-m specific humidity), 
lowest atmospheric layer zonal wind (instead of 10-m zonal wind), and lowest atmospheric layer meridional 
wind (instead of 10-m meridional wind) from MERRA-2 to match the CESM variables. We also use TS 
(instead of 2-m air temperature) from MERRA-2 to match the CESM variable. Here we are comparing two 
machine learning-based climatologies (as opposed to CSB which uses hand labeled fronts). However, this 
is a feasible approach to further evaluate the CESM results, which would otherwise require hand labeling 

Figure 1.  Seasonal contiguous United States averaged front crossing rate climatologies (fronts/week) for all front types. 
Coded Surface Bulletin data set (2003–2015) in blue diagonal hatching, MERRA-2 reanalysis data set (2000–2015) in green 
horizontal hatching, Community Earth System Model (CESM) historical simulation (2000–2015) in orange cross hatching, 
and CESM RCP8.5 simulation (2086–2100) in pink dotted hatching. Error bars show plus or minus the standard deviation 
across years for each data set.
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fronts in model output and is subject to human interpretation biases. We post-process the raw MERRA-2 
fields similarly to how the CESM output is processed, and run the processed fields through DL-FRONT 
for 2000–2015. The resulting MERRA-2 seasonal CONUS front crossing rate climatologies are shown in 
Figure 1. In general, there is good agreement between MERRA-2 and CESM for all fronts across seasons. 
There is again a seasonal bias of fewer fronts in CESM relative to MERRA-2 for warm and occluded fronts 
that becomes evident when breaking down by front type (Figure S2 in Supporting Information S1), as well 
as a more pronounced positive bias in CESM stationary fronts (but within error). The corresponding spatial 
maps comparing MERRA-2 and CESM historical front crossing rate climatologies are shown in panels b and 
c of Figure 2. The spatial patterns are roughly similar, with the maxima located in the central U.S. There are 
some seasonal differences between CESM and MERRA-2 as evident in Figure 1, though they are also within 
the spatial mean standard deviation.

To better evaluate different front types across data sets, we also calculate the annual mean front rates for each 
front type across CSB, MERRA-2, and CESM historical data (Figure S3 in Supporting Information S1). In 
general, CESM captures the magnitude of the annual mean front crossing rates for cold and stationary fronts 
relative to CSB and MERRA-2. The spatial pattern of more stationary fronts just east of the Rocky Mountains 
is consistent across data sets. However there is a positive bias of more warm and occluded fronts in CSB and 
MERRA-2 relative to CESM (also reflected in the spatial mean in Figure S2 in Supporting Information S1), in 
particular looking at the spatial pattern of warm fronts across the upper Midwest. The spatial pattern of cold 
fronts in CESM is also shifted somewhat to the northeast, relative to CSB and MERRA-2.

Figure 2.  Seasonal front crossing rate climatologies (fronts/week) for all front types. (a) Coded Surface Bulletin data set (2003–2015). (b) MERRA-2 reanalysis data 
set (2000–2015). (c) Community Earth System Model historical simulation (2000–2015).
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4.  Results
4.1.  Front Frequency Response to Climate Change

We next apply the CESM front detection to a future climate simulation using RCP8.5 forcing. The resulting 
CONUS mean seasonal front crossing rate climatologies are shown in Figure 1 for all fronts and in Figure S2 in 
Supporting Information S1 by front type. There is a slight decrease in CESM detected front rates with RCP8.5 
relative to historical for all fronts across all seasons, which is most evident in JJA, but no significant changes in 
the spatial average. Looking across front types, the decreases are coming mostly from cold fronts with smaller 
changes in other fronts. However, the spatial maps for each simulation period along with the spatial differences 
show notable regional changes in Figure 3. Here we calculate the CESM historical climatology from 2000 to 
2014 to match the number of simulation years available from the RCP8.5 simulation (2086–2100). The differ-
ence plots indicate a westward shift in DJF and MAM front rates, and a northward shift in JJA and SON. Figures 
S4–S7 in Supporting Information S1 show the spatial maps broken down by front type, where we again see that 
cold (Figure S4 in Supporting Information S1) and stationary (Figure S6 in Supporting Information S1) fronts 
are the most frequent across the CONUS, with smaller contributions from warm and occluded fronts. The differ-
ence plots indicate that changes in stationary fronts drive most of the overall seasonal shifts, though cold and 
warm fronts also contribute to localized changes in all seasons. In particular, there are regional decreases in cold 
fronts during all seasons, and significant decreases in many areas during JJA and SON. These seasonal decreases 
in summer and autumn indicate a potential poleward shift in cold front locations, which could have important 
downstream impacts.

Figure 3.  Seasonal front crossing rate climatologies (fronts/week) for all front types. (a) Community Earth System Model (CESM) output for the historical simulation 
(2000–2014). (b) CESM output for the RCP8.5 simulation (2086–2100). (c) The spatial difference for each season. Hatched regions indicate changes greater than the 
standard deviation from the historical simulation at that gridpoint.
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Seasonal changes in front frequencies could be connected to large-scale circulation changes, including changes 
in the jet stream or extratropical cyclone tracks (e.g., Burls et al., 2019). To provide further insights into upper 
level atmospheric circulation that can affect extratropical cyclone development and tracks, along with associated 
fronts, we plot changes in seasonal upper level (300 mb) zonal wind, 300 mb geopotential height anomalies, and 
SLP for the CESM RCP8.5 simulation minus the historical simulation in Figure 4. We compare the seasonal 
patterns in changes in upper level height (Figure 4b) and seasonal changes in SLP (Figure 4c) with changes 
in front crossing rates (Figure 3c). The westward shift in all front types during DJF and MAM is also evident 
in the shifts in upper level wind patterns, with decreases in the eastern U.S and increases in the western U.S., 
especially in DJF (Figure 4a). Similar increases in stationary fronts in DJF and MAM (Figure S6 in Supporting 
Information S1) are associated with an anomalous trough over the western U.S. in those seasons (Figure 4b). This 
anomalous trough in DJF, indicating increased storm activity, is also associated with an increase in cold fronts 
in the western U.S. (Figure S4 in Supporting Information S1). The anomalous trough weakens and shifts a bit 
south in MAM, and is associated with increased SLP anomalies over southern California and other parts of the 
western U.S. associated with changes in cold and stationary fronts there. The northward shift in all fronts in JJA 
and SON from Figure 3c is mirrored by broad decreases in upper level zonal wind across CONUS with increases 
over Canada (Figure 4a). The upper level circulation anomalies in JJA and SON indicate a broad area of positive 
300 mb height anomalies (Figure 4b) and anomalously high SLP in the western U.S. (Figure 4c) which would 
indicate more stagnant circulation and stalled fronts that would produce increases of stationary fronts (Figure S6 

Figure 4.  Seasonal mean changes in (a) 300 mb zonal wind speed (m/s), (b) 300 mb geopotential height (m, global mean difference removed from each gridpoint), 
and (c) sea level pressure (mb). Differences are shown with black line contours (solid for positive values and dashed for negative values) and filled contours (shading, 
as indicated with colorbars). All panels show the Community Earth System Model (CESM) RCP8.5 simulation (2068–2100) minus the CESM historical simulation 
(2000–2014).



Journal of Geophysical Research: Atmospheres

DAGON ET AL.

10.1029/2022JD037038

10 of 22

in Supporting Information S1) and decreases of cold fronts (Figure S4 in Supporting Information S1). By SON, 
the area of positive 300 mb height anomalies covers almost all of North America, and is associated with a conse-
quent increase of stationary fronts over most of the U.S. and a corresponding decrease of cold fronts.

4.2.  Changes in Total Frontal Precipitation

Seasonal spatial plots of the CESM fraction of total precipitation associated with a front are shown in Figure 5 
for the CONUS domain. In the eastern U.S., fronts are a large source of precipitation (40%–60%) across seasons. 
In the western U.S., the frontal precipitation fractions are lower than in the eastern U.S., especially in JJA. The 
spatial patterns are similar between the historical simulation (Figure 5a) and the RCP8.5 simulation (Figure 5b), 
however the difference plots (Figure 5c) do show some significant seasonal changes. There are large areas of 
decrease (10%–20%) in all seasons, particularly in the southeastern U.S. There are also a few regions of signifi-
cant increases, for example, the western U.S. in DJF and the central U.S. in SON.

We also calculate the fractions of total frontal precipitation separately for each front type (Figures S8–S11 in 
Supporting Information S1). As noted in the discussion above, the patterns of changes in cold (Figure S4c in 
Supporting Information S1) and stationary (Figure S6c in Supporting Information S1) fronts are the primary 
drivers of the patterns of changes in all fronts (Figure 3c). Similarly, cold (Figures S8a and S8b in Supporting 
Information S1) and stationary (Figures S10a and S10b in Supporting Information S1) fronts have higher fron-
tal precipitation fractions relative to warm (Figures S9a and S9b in Supporting Information S1) and occluded 
(Figures S11a and S11b in Supporting Information S1) fronts. Cold front precipitation is concentrated in the 

Figure 5.  Fraction of total precipitation (%) associated with a front by season. (a) Community Earth System Model (CESM) historical simulation (2000–2014). 
(b) CESM RCP8.5 simulation (2086–2100). (c) The spatial difference between CESM RCP8.5 and historical for each season. Hatched regions indicate statistical 
significance at the 95% confidence level using a two-tailed 1,000-member bootstrap resampling test.
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eastern U.S. and off the East and West Coasts in all seasons, with smaller percentages in JJA. Precipitation asso-
ciated with stationary fronts shows the opposite spatial pattern to cold fronts with higher percentages in JJA in 
the Eastern U.S., and also a specific region of high percentages in DJF over the Rocky Mountains. Warm and 
occluded front precipitation fractions are higher in DJF and MAM than in other seasons, and concentrated along 
coastlines. Looking at changes between the historical and RCP8.5 simulations, cold (Figure S8c in Supporting 
Information S1) and stationary (Figure S10c in Supporting Information S1) front precipitation fractions show 
more areas of significant changes than warm (Figure S9c in Supporting Information S1) and occluded (Figure 
S11c in Supporting Information S1) fronts. There are significant decreases in JJA in the southeastern U.S. for 
both cold and stationary front precipitation fractions. There are also significant increases in MAM in southern 
California for cold front precipitation fractions, and significant increases in SON in the central U.S. for stationary 
front precipitation fractions. Warm front precipitation fractions do show some significant increases off the coast 
of southern California in DJF, and the same area shows significant decreases in occluded front precipitation 
fractions in MAM.

The changes in total frontal precipitation due to changes in frequency and intensity (as specified by Equation 1) 
are shown in Figure 6 for each season. The frequency term (Figure 6a) is an important component of the total 
change (Figure  6c) for all seasons, while the intensity term (Figure  6b) contributes for specific regions and 
seasons. For example, intensity increases in the eastern U.S. in DJF cancel out decreases in frequency there 
and lead to total increases in frontal precipitation. However in the western U.S. in DJF the frequency term is 
more important to total increases in frontal precipitation there, driven by changes in cold and stationary fronts 
as discussed above (Figures S4 and S6 in Supporting Information S1). While overall there is a decrease in cold 

Figure 6.  Decomposition of changes in frontal precipitation (mm/day) for all fronts by season. (a) Frequency term: changes due to changes in front frequency. (b) 
Intensity term: changes due to changes in frontal precipitation intensity. (c) Total changes. Changes are calculated for the Community Earth System Model (CESM) 
RCP8.5 simulation (2068–2100) minus the CESM historical simulation (2000–2014).
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fronts over the western U.S. in MAM and an increase in SLP there (Figure 4c), the southern California coast 
shows the potential to have more precipitation associated with cold fronts (Figure S8 in Supporting Informa-
tion S1). This is also reflected in the intensity increases in this region. So while cold fronts decrease in frequency 
in MAM in the western U.S., and increased SLP suggests fewer incoming storms, when they do arrive, they are 
likely more intense and could bring more moisture into the coast. Stationary fronts may be stalling out due to 
anomalously high SLP in MAM and JJA in the western U.S., which could help explain regions like the northern 
U.S. that see coincident decreases in cold fronts and increases in stationary fronts in JJA, leading to a mixed 
response in the total frontal precipitation changes there. Frequency decreases off the East Coast in JJA, driven 
by decreases in cold and stationary fronts, are particularly important for total changes in frontal precipitation. 
Intensity decreases in the eastern U.S. in SON are important for explaining the total decreases there, and could 
be related to changes in cold fronts and cold front precipitation there. We test the sensitivity of these results to 
removing days with total precipitation less than 1 mm, and find that while this filtering does increase the magni-
tude of these changes it does not significantly alter the results in terms of seasonality or spatial patterns (Figure 
S12 in Supporting Information S1).

To summarize changes in precipitation frequency and intensity terms across front types, we compute the spatial 
average for each term over CONUS, separately for each season and front type (Figure 7). In general, cold fronts 
have a negative contribution from changes in frequency which is balanced by a positive contribution from 
changes in intensity in all seasons except JJA. Occluded fronts also have a negative contribution from changes 
in frequency in all seasons except DJF, though the magnitudes of the contributions are smaller than cold fronts. 
Warm fronts have positive contributions from changes in intensity across all seasons, and a positive contribu-
tion from changes in frequency for DJF only (other seasons show small negative contributions in frequency). 
Stationary fronts have positive contributions in frequency in all seasons except JJA, and negative contributions in 
intensity in all seasons except DJF. While using the CONUS spatial mean helps facilitate a comparison of these 
changes across front types and seasons, it is worth noting that small changes in the spatial means of frequency 
and intensity contributions may be due to spatially varying responses with different signs getting averaged out.

Figure 7.  Seasonal contiguous United States averaged decomposition of changes in frontal precipitation (mm/day) for cold 
fronts in blue diagonal hatching, warm fronts in red horizontal hatching, stationary fronts in gray cross hatching, and occluded 
fronts in purple dotted hatching. The frequency term is shown in darker colors and the intensity term is shown in lighter 
colors. Changes are calculated for the Community Earth System Model (CESM) RCP8.5 simulation (2068–2100) minus the 
CESM historical simulation (2000–2014).
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4.3.  Changes in Frontal Extreme Precipitation

Seasonal spatial plots of the CESM PRs of frontal extreme precipitation (as specified by Equation 2) are shown 
in Figure 8 for the CONUS domain. These plots are reminiscent of total frontal precipitation fractions in Figure 5 
where in the eastern U.S. extreme precipitation is more likely to be associated with a front (PR > 1) across 
seasons. Probability ratios tend to decrease in the central and western U.S., especially in JJA, but increase again 
toward the West Coast in other seasons. The spatial patterns are similar across the CESM historical (Figure 8a) 
and RCP8.5 (Figure 8b) simulations, with an expansion of the regions less likely to have frontal extreme precip-
itation (PR < 1) in all seasons under RCP8.5.

Figure 8.  Probability ratios comparing the conditional probability of frontal extreme precipitation (greater than 90th percentile) over land to the climatological 
probability of extreme precipitation. (a) Community Earth System Model (CESM) historical simulation (2000–2014). (b) CESM RCP8.5 simulation (2086–2100).
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Since definitions of extreme precipitation can vary (Alexander et al., 2019; Schär et al., 2016), we test the sensi-
tivity of the above analysis to the definition of extreme precipitation. We calculate extreme precipitation based 
on 95th and 99th percentiles, repeat the analysis of PRs, and find that the conclusions are not overly sensitive to 
the definition of extreme precipitation. Looking spatially, the 95th percentile results are consistent with the 90th 
percentile results, both in terms of areas that see lower or higher PRs, as well as areas that see an expansion of 
PR < 1 in the RCP8.5 simulation relative to the historical simulation (Figure S13 in Supporting Information S1). 
The 99th percentile results are also broadly consistent, though much noisier, likely due to the more extreme 
definition resulting in a smaller sample size (Figure S14 in Supporting Information S1). As with the total frontal 
precipitation analysis, we test the sensitivity of these results to removing days with total precipitation less than 
1 mm before calculating the extreme precipitation, and find that this filtering does not significantly alter the 
results (not shown).

For reference, we summarize CESM changes in mean and extreme precipitation for the RCP8.5 simulation rela-
tive to the historical simulation in Figure 9. The season spatial patterns of changes in mean (Figure 9a) and 
extreme (Figure 9b) precipitation are similar in terms of sign, though not always in terms of relative magnitude 
(Allen & Ingram, 2002). Extreme precipitation is expected to increase almost everywhere over the U.S. in a 
warmer climate (e.g., Akinsanola, Kooperman, Reed, et al., 2020; Sillmann, Kharin, Zwiers, et al., 2013; Tebaldi 
et  al., 2006), and this is also observed in these CESM RCP8.5 simulations. However, in certain seasons and 
regions, the changes in frontal-associated precipitation (Figures 5c and 6c) are often tied to changes in the fronts 
themselves (Figures 3c and 6a), and may not be reflected in total increases in extreme precipitation. For exam-
ple, in DJF the changes in front frequency (Figure 3c) show an east-west dipole with increases in the west and 
decreases in the east that is not present in the changes in mean and extreme precipitation (Figure 9). The interplay 
between extreme precipitation from fronts and from other sources is indicated by decreases in fronts (Figure 3c) 
and the fraction of total frontal precipitation (Figure 5c) in the upper Midwest and Northeast in DJF while there 
are overall significant increases of extreme precipitation in those regions (Figure 9). While some of this can be 
explained by changes in intensity (Figure 6b), processes other than fronts, such as ETCs, could also be producing 
the increased extreme precipitation in those regions during DJF.

Changes in frontal precipitation (Figure 5c) and mean and extreme precipitation (Figure 9) show similar overall 
patterns in MAM with decreases in the upper Midwest and the northwestern U.S., and increases in New England. 
As in DJF, areas where there are decreases in frontal precipitation and the likelihood of frontal extreme precipita-
tion (Figure 8) and increases in total extreme precipitation (e.g., the Gulf Coast) indicate regions where processes 
other than fronts are producing increases in extreme precipitation. In MAM, likely candidates include mesoscale 
convective systems or ETCs.

In JJA, there are decreases in front frequencies (Figure 3c) and frontal precipitation (Figure 5c) in the central and 
southeastern U.S. There is also a notable decrease in the likelihood of frontal extreme precipitation across most of 
the U.S. (Figure 8). However, there is an overall increase in mean and extreme precipitation across these regions 
(Figure 9). In this season, such precipitation extremes are likely to be produced by organized convective systems, 
particularly in the central U.S. where the significant increases in total extreme precipitation likely have contri-
butions from stronger convection in the North American Monsoon. Increases in mean and extreme precipitation 
along the Gulf Coast and southeastern U.S. in JJA could be associated with tropical cyclones.

In SON, there is again an east-west dipole in changes in front frequencies (Figure 3c) and total frontal precipita-
tion (Figure 5c) but shifted somewhat southeastward from the DJF response, with increases in the Great Plains 
and decreases in the southeastern U.S. There is also a decrease in the likelihood of frontal extreme precipitation 
in the southeastern U.S. in SON (Figure 8). The increases in the Great Plains would act to contribute to the total 
increases of mean and extreme precipitation there (Figure 9), while the decreases in the southeastern U.S. indicate 
that other processes in that region, likely associated with organized convective storms or tropical cyclones, are 
probably the main drivers of increased extreme precipitation there.

5.  Discussion and Conclusions
In this paper we apply a deep learning algorithm (DL-FRONT) to study how seasonal changes in fronts influence 
total and extreme precipitation in global high resolution coupled climate model simulations with the CESM. 
We show success in applying DL-FRONT to CESM output over CONUS, despite the algorithm being trained 
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on observational and reanalysis data (Biard & Kunkel, 2019). These results provide evidence that CNNs can 
be applied to data products that differ from those used for training, and are thus transferable and robust for 
feature detection applications. Furthermore, we utilize similar observational and reanalysis products to evaluate 
the CESM results. While it is difficult to find labeled front data, we are able to leverage an existing NWS data set 
over North America, the CSB, as well as MERRA-2 reanalysis fields run through the front detector. Both the CSB 
and MERRA-2 seasonal front crossing rate climatologies compare well with the results from CESM (Figures 1 
and 2; Figure S2 in Supporting Information S1) and annual mean front crossing rates by front type exhibit similar 
spatial patterns across data sets (Figure S3 in Supporting Information S1). In the future, transfer learning (i.e., 

Figure 9.  Seasonal mean changes in (a) mean precipitation rate (mm/day) and (b) total extreme precipitation (greater than 90th percentile) over land (%). Both panels 
show the Community Earth System Model (CESM) RCP8.5 simulation (2086–2100) minus the CESM historical simulation (2000–2014). Hatched regions indicate 
statistical significance at the 95% confidence level using a two-tailed 1,000-member bootstrap resampling test.
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applying the previously trained deep learning model to new data through adjustments to the DL-FRONT architec-
ture) and feature importance tests to understand which variables contribute the most predictive skill could allow 
for applications outside the training data set of North America. The use of other data products like high resolution 
ERA5 reanalysis fields could provide further insight into the evaluation of automated front detection on climate 
data, especially as frontal identification has been shown to vary with spatial resolution across reanalysis data sets 
(Soster & Parfitt, 2022) and the various factors that contribute to defining fronts (Thomas & Schultz, 2019b).

5.1.  Representation of Fronts in Climate Models

A number of previous studies have investigated fronts and precipitation in climate models. Using the ACCESS 
atmosphere model, Catto et al. (2013) evaluated frontal precipitation and found that front frequency and precipi-
tation were well captured in the model, relative to ERA-Interim reanalysis. They also highlighted some regional 
differences between ACCESS and ERA-Interim, including fewer modeled fronts over the western U.S., which is 
similar to what we find comparing CSB and MERRA-2 front climatologies with CESM detected fronts (Figure 2 
and Figure S3 in Supporting Information S1). This result was confirmed by Catto et al. (2014) looking across 
CMIP5 models, where they also saw a poleward bias in the location of the Northern Hemisphere front frequency 
maximum. Catto et al. (2013) connected these regional differences in the Northern Hemisphere to poleward shifts 
in the modeled storm track and stronger pressure gradients in the model, relative to observations. This mecha-
nism is likely also responsible for what we see in CESM relative to the MERRA-2 reanalysis, where the seasonal 
SLP  in the North Atlantic and North Pacific is higher in the model than in reanalysis, especially in JJA (Figure 
S15 in Supporting Information S1).

We find the highest front frequencies in CESM over the central U.S., or just east of the Rocky Mountains (Figures 3a 
and 3b). This result is consistent with annual mean front frequencies from Berry, Jakob, and Reeder (2011) where 
they looked across four different reanalysis products, and linked areas with high front frequencies to persistent 
baroclinic zones produced by changes in terrain. Schemm et al. (2015) also saw a peak in DJF front frequency east 
of the Rocky Mountains in ERA-Interim reanalysis, though it was more pronounced using a wind-based detection 
method relative to a temperature-based method, demonstrating an important sensitivity to variables used in front 
detection. Lagerquist et al. (2020) calculated front frequencies using a machine learning method applied to ERA5 
reanalysis, and also showed that North American winter cold fronts have the highest frequency downwind of the 
Rockies and are related to cyclonic activity. They found a local maximum of winter warm fronts over the Great 
Lakes region, and summer warm fronts over the northern Plains. Thomas and Schultz (2019a) found a relative 
minimum in summertime fronts over southern North America, looking at ERA-Interim reanalysis. We see similar 
features in Figures S4 and S5 in Supporting Information S1 looking at CESM seasonal cold and warm front rate 
climatologies.

5.2.  Changes in Fronts With Climate Change

Our results comparing CESM front frequencies across historical and future climate change simulations show 
seasonally and spatially varying patterns and responses to climate change, with some decreases evident in all 
seasons (Figure 3c). This is similar to what other studies have found regarding historical trends in North Amer-
ican fronts. For example, Berry, Jakob, and Reeder (2011) found a 10%–20% decrease in front frequency in the 
North Atlantic storm track from 1989 to 2009 using four independent reanalysis products. They related these 
trends to a poleward shift of the Northern Hemisphere storm track. Rudeva and Simmonds (2015) also found 
a northward shift of frontal activity in the Northern Hemisphere, looking at ERA-Interim reanalysis from 1979 
to 2013, and linked these changes to modes of variability such as the North Atlantic Oscillation (NAO) and El 
Niño-Southern Oscillation (ENSO). Significant positive correlations between fronts and the NAO were found 
in Northern Hemisphere winter (DJF) over North America, with decreases in DJF front frequency across the 
eastern U.S. associated with ENSO (Rudeva & Simmonds, 2015). We also find significant decreases in DJF front 
frequency across most of the central and eastern U.S. with climate change (Figure 3c). Lagerquist et al. (2020) 
analyzed historical trends in front frequencies from 1979 to 2018 and found consistent results with previous anal-
yses, including poleward shifts in winter and spring frontal activity. They also found a decrease in summer  and 
increase in winter cold front lengths, possibly driven by a lack of cold air reaching the southeastern U.S. and 
more cold air reaching the western U.S., respectively, as well as a strong connection to ENSO phase and intensity 
(Lagerquist et al., 2020). These regional changes in front length are consistent with the seasonal changes in all 
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front crossing rates in Figure 3c and more specifically cold and stationary front crossing rates in Figures S4 and 
S6 in Supporting Information S1, with decreases in JJA over the southeastern U.S. and increases in DJF over the 
western U.S. Connecting changes in fronts and other synoptic features to changes in modes of variability will be 
the focus of future work.

While there are consistencies between our results and previous studies looking at historical trends in fronts, recent 
historical trends are not the same as the projected climate change signal from an RCP8.5 simulation at the end of 
the century. Catto et al. (2014) analyzed changes in front frequencies under RCP8.5 in CMIP5 simulations and 
found annual mean decreases over most of CONUS with small increases in the northeastern U.S., largely consist-
ent with what we see across seasons. Barnes and Screen (2015) looked at the impact of future warming on the 
midlatitude jet stream, and found a poleward shift of the North Atlantic jet in all seasons except winter, looking 
across 21 CMIP5 models under RCP8.5 at the end of the century. Osman et al. (2021) used paleoclimate data to 
assess the role of natural variability in projections of North Atlantic jet stream position and intensity, and found 
further evidence of a northward migration of the jet during the 21st century. These results are consistent with the 
northward shift in front frequencies (Figure 3c), decreases in upper level zonal wind (Figure 4a), and positive 
300mb height anomalies across the northern CONUS (Figure 4b) that we see in JJA and SON for CESM under 
RCP8.5. If the jet stream is trending north due to a warmer climate, ETCs may also stay farther north. This signal 
could result in both decreases in cold fronts (Figure S4 in Supporting Information S1) and increases in stationary 
fronts (Figure S6 in Supporting Information S1) over more southern latitudes, as cold air masses could stall due 
to being farther away from the extratropical cyclone support at those more southern latitudes. The responses in 
winter and spring could be related to the seasonality of the North Pacific storm track and its influence over the 
western U.S. (Breeden et al., 2021; Hoskins & Hodges, 2019; Newman & Sardeshmukh, 1998), which would help 
explain the westward shift in maximum front frequencies (Figure 3c), particularly in cold and stationary fronts, 
and shifts in corresponding circulation patterns (Figure 4) we see in DJF and MAM. With regard to changes in 
specific front types with climate change, we note that Biard and Kunkel (2019) showed DL-FRONT had some 
difficulty distinguishing between cold and stationary fronts, adding some uncertainty in the projections of each 
front type. We also acknowledge concerns with extrapolating machine learning algorithms trained on historical 
data to a climate change context (Hernanz et al., 2022). Using a similar deep learning algorithm trained to detect 
atmospheric rivers and tropical cyclones in historical climate simulations, Prabhat et  al.  (2021) successfully 
applied the algorithm to a climate change scenario without tuning, similar to the approach we have taken here. 
Assessing the sensitivity of a deep learning model like DL-FRONT to climate change conditions, while out of 
scope for this current study, is an important consideration for future work. Possible approaches here could include 
applying “pseudo-global warming” perturbations to the input variables (Molina et  al.,  2021) and/or physical 
constraints (Kashinath et al., 2021) and testing the performance of the deep learning model, in order to reduce 
issues with extrapolating to an unseen climate.

5.3.  Frontal Total and Extreme Precipitation

We find that modeled frontal precipitation has a broader spatial pattern over CONUS in the winter than in the 
summer (Figures 5a and 5b). This result is consistent with studies relating total precipitation to fronts, where a 
maximum is observed in Northern Hemisphere winter that reduces to a minimum in summer (Catto et al., 2012; 
Hénin et  al.,  2019). This seasonality is related to shifts in the midlatitude storm track, as discussed above. 
Our results also show that modeled frontal precipitation is more common in the central and eastern U.S. in all 
seasons, and this is especially driven by cold (Figure S8 in Supporting Information S1) and stationary (Figure 
S10 in Supporting Information S1) frontal precipitation. Catto and Pfahl (2013) also found that cold fronts were 
responsible for a larger proportion of precipitation events, relative to warm and quasi-stationary fronts. Hénin 
et al.  (2019) found that warm fronts were important for precipitation over the Great Lakes region, consistent 
with the local maximum in warm front precipitation we see in this region in Figure S9 in Supporting Informa-
tion S1. Using PRs, we find that frontal extreme precipitation is more likely over the eastern U.S. in all seasons, 
and also more likely over the West Coast in all seasons except JJA (Figure 8). Catto and Pfahl (2013) found a 
similar spatial pattern looking at ERA-Interim extreme precipitation, where greater than 70% of extreme precip-
itation events in the eastern U.S. were associated with fronts (noting that they defined extreme precipitation as 
greater than the 99th percentile). They also found higher percentages in DJF compared to JJA, consistent with the 
seasonality of fronts and frontal extreme precipitation. Using weather station data, Kunkel et al. (2012) found that 
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fronts accounted for 54% of U.S. extreme precipitation events in the last 100 years, with locally higher percent-
ages  across the central U.S., comparable to what we see in our analysis.

Our results show that the fraction of total precipitation associated with fronts over CONUS mostly decreases 
with climate change, though there are some localized increases in certain seasons (Figure 5c). These decreases 
are driven mostly by cold (Figure S8 in Supporting Information S1) and stationary (Figure S10 in Supporting 
Information S1) fronts, similar to what Hénin et al. (2019) found in the North Atlantic region where cold fronts 
were more important than warm fronts in explaining trends in frontal precipitation. Despite the decreases in 
frontal precipitation fractions, we also find general increases in mean and extreme precipitation over most of 
the U.S. under the RCP8.5 simulation (Figure 9). When analyzing the decomposition of frontal precipitation 
changes, we find total increases in DJF driven mostly by changes in intensity, total decreases in JJA driven 
mostly by changes in frequency, and mixed responses in other seasons (Figures 6 and 7). Utsumi et al. (2016) saw 
simultaneous decreases in the annual mean frequency of front precipitation and increases in front precipitation 
intensity across all of CONUS in CMIP5 simulations, though they also included ETCs in their analysis. Burls 
et al. (2019) looked at Southern Hemisphere winter fronts and rain days in ERA-Interim from 1979 to 2017, and 
found a decrease in rain days associated with fronts despite no significant changes in front days. They related 
these changes to a poleward shift in the subtropical high as well as an increase in intensity of post-frontal high 
pressure. Pepler et al. (2021) investigated changes in Australian rainfall over the past several decades and also 
found that the amount of frontal precipitation has decreased while there is little change in number of fronts. This 
result is driven by a simultaneous decrease in rainfall-producing fronts and increase in dry fronts. While we see 
significant changes in both front frequencies and precipitation associated with fronts, it is possible that these 
historical trends in the Southern Hemisphere related to midlatitude circulation, such as the Hadley Cell expansion 
(Amaya et al., 2018; Burls et al., 2019), could be influencing the changes we see in modeled North American 
frontal total and extreme precipitation. Furthermore, we see decreases in the likelihood of frontal extreme precip-
itation across seasons and especially in JJA (Figure 8). While extreme precipitation is increasing in the model 
with climate change, frontal precipitation is largely decreasing and frontal extreme precipitation is becoming less 
likely. These changes are related to the seasonal shifts in front frequency, and in particular changes in cold and 
stationary fronts. This result also points to the importance of other sources of extreme precipitation over the U.S. 
(Huang et al., 2018), and the difficulty of disentangling total and extreme precipitation from converging sources 
(Blázquez & Solman, 2019; Kunkel & Champion, 2019; Kunkel et al., 2012). It is also important to note that 
model projections of frontal precipitation may be influenced by compensating errors in frequency and intensity, 
as shown in Catto, Jakob, and Nicholls (2015) evaluating wintertime frontal precipitation in CMIP5 models and 
Leung et al.  (2022) with CMIP6 models. However Leung et al.  (2022) noted that CMIP6 models on average 
appear to have smaller errors, indicating some potential improvement in model biases.

5.4.  Additional Sources of Extreme Precipitation

This study focuses on fronts only, though fronts are often associated with other synoptic-scale features such 
as ETCs (Catto & Pfahl,  2013) and warm conveyor belts (WCBs) (Catto, Madonna, et  al.,  2015). Schemm 
et al. (2018) characterized two types of frontal-associated ETCs based on whether there is an associated front (a) 
at cyclogenesis, or (b) acquired during its lifecycle. ETCs initially associated with a front are most common in the 
Northern Hemisphere storm track regions, including the eastern U.S., whereas late-front cyclones have a higher 
occurrence downwind of the Rocky Mountains, though some of these regional details depend on the method 
used to detect fronts (Schemm et al., 2018). Catto and Pfahl (2013) found that many extreme precipitation events 
located in storm track regions are associated with both an ETC and a front, and even the “front-only” events can 
be linked to a cyclone at some point along their length. Catto, Madonna, et al. (2015) combined front identifi-
cation with WCBs and found that the majority of midlatitude extreme precipitation events are linked to cold or 
warm fronts, and most of those fronts have associated WCBs. Dowdy and Catto (2017) investigated a “triple 
storm type” made up of a cyclone, front, and thunderstorm, and found that this event type is associated with 
the highest risk of extreme precipitation, related to environmental conditions like convective available potential 
energy. In the Northern midlatitudes in particular, extreme precipitation is caused most often by some combi-
nation of cyclones, fronts, and thunderstorms despite a “front-only” event type being the most frequent at these 
latitudes (Dowdy & Catto, 2017). It is likely that other event types, especially ETCs and mesoscale convective 
systems, are contributing to the extreme precipitation we see in the model as well as how mean and extreme 
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precipitation are changing with climate change (Figure 9). The use of machine learning and climate models to 
capture multiple synoptic-scale features in the context of extreme precipitation will be the focus of future study.

5.5.  Representation of Total and Extreme Precipitation in Climate Models

The ability of the climate model to simulate total and extreme precipitation in both present day and future 
climates is important to consider. Previous studies using CMIP5 and CMIP6 models found that the multi-model 
mean better captured extreme precipitation than individual models, relative to present day observational data sets, 
likely due to compensating errors (Akinsanola, Kooperman, Pendergrass, et al., 2020; Sillmann, Kharin, Zhang, 
et al., 2013; Srivastava et al., 2020). Looking across CMIP6, Akinsanola, Kooperman, Pendergrass, et al. (2020) 
and Srivastava et al. (2020) found that several individual models, including CESM2, exhibited a summertime 
dry bias over the eastern U.S. and a wintertime wet bias over the western U.S., which they linked to biases in 
orographic and convective processes. Leung et al. (2022) found that CMIP6 models were able to well represent 
the spatial patterns of daily precipitation and duration of dry spells, implying these models would also be able 
to capture precipitation extremes. Continued model improvements in resolution (Bador et  al.,  2020; Wehner 
et al., 2014), calibration (Yang et al., 2012) and process representation such as convective precipitation (Harding 
et al., 2013) and atmospheric circulation (Priestley & Catto, 2022; Shepherd, 2014) may help address these biases 
and aid in the assessment of extreme precipitation associated with fronts.

When examining projected changes in extremes across CMIP5 models, Sillmann, Kharin, Zwiers, et al. (2013) 
found that extreme precipitation generally increases in most regions including North America. Looking specif-
ically at projected changes in U.S. extreme precipitation across CMIP6 models, Akinsanola, Kooperman, Reed, 
et al. (2020) found consistent increases in heavy and very heavy winter precipitation days, with less agreement 
in summer. Robust increases in winter aligns with what we see in the changes in CESM extreme precipitation 
(defined as greater than 90th percentile) over the U.S. (Figure 9b). While we see significant increases across the 
U.S. in all seasons, some seasonal variations begin to emerge in MAM and JJA, highlighting the importance of 
analyzing seasonal (rather than annual mean) responses. Furthermore, the changes in extreme precipitation in a 
model can be sensitive to the definition of extreme precipitation (Barlow et al., 2019; Pendergrass, 2018; Zhang 
et al., 2011). Here we define extreme precipitation as any precipitation greater than the 90th percentile, and inves-
tigate changes over space and time. The seasonal spatial patterns of the likelihood of frontal extreme precipitation 
are generally consistent when using more extreme metrics to define extreme precipitation (Figures S13 and S14 
in Supporting Information S1), though some regions (e.g., the West Coast) show an increase in likelihood when 
using a more extreme threshold, consistent with previous work (Utsumi et al., 2016). Future work could consider 
how adding a temporal or spatial buffer to the definition of extreme precipitation or fronts (rather than matching 
exact gridpoints in space and time) impacts the resulting frontal precipitation (Catto & Pfahl, 2013).

5.6.  Summary

In summary, our results demonstrate how machine learning-enabled automated detection of synoptic weather 
features, specifically fronts, can enable greater understanding of seasonal and regional precipitation sources 
and mechanisms. Leveraging the power of automated front detection, we discuss the mechanisms related to the 
seasonality of different front types and projected changes due to climate change. We find seasonal differences in 
total frontal precipitation changes across CONUS driven by the relative importance of changes in frontal precip-
itation frequency and intensity. By investigating modeled changes in total and extreme frontal precipitation, we 
advance the understanding of extreme precipitation events, their intersection with frontal systems of different 
types, and how those associations are changing with climate change.

Data Availability Statement
The Coded Surface Bulletin (CSB) data set is available here: https://zenodo.org/record/2642801 (National 
Weather Service,  2019) in ASCII format, and here: https://doi.org/10.5281/zenodo.2651361 (Biard,  2019) in 
netCDF format. The MERRA-2 data sets used in this study can be downloaded via the NASA Goddard Earth 
Sciences (GES) Data and Information Services Center (DISC) here: https://disc.gsfc.nasa.gov/. All CESM 
simulation output used in the analysis is available through the NCAR Geoscience Data Exchange (GDEX) and 
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published under the following DOI: https://doi.org/10.5065/q6t7-ta06 (Dagon et al., 2022). Software developed 
for this study is available through: https://doi.org/10.5281/zenodo.7126839 (Dagon & Molina, 2022).
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